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Abstract In this chapter, we provide an overview of computational tools and methods for film and 
video analysis. After introducing the evolution of methods in this field, we go on to lay some theoretical 
foundations for empirical video analyses. As we focus on using state of the art deep learning methods, 
we also provide an overview of the types of information that can already be extracted with these meth-
ods. Furthermore, we introduce an easy-to-use tool for video analytics, called TIB AV-Analytics (TIB 
AV-A). We demonstrate how TIB AV-A can be utilised to support the exploration of narrative patterns in 
the popular TV series Game of Thrones. Finally, we conclude by summarising the current state of avail-
able tools and methods for computational video analysis and outline some challenges that lie ahead.
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1.	 A Short History of Computational Methods 
in Film and Videos Studies

Traditionally, the field of Digital Humanities (DH) has a strong focus on textual ma-
terial, with its origins traced back to Roberto Busa’s Index Thomisticus. However, in 
recent years, there has been a growing interest within DH towards film and video 
(Burghardt & Wolff 2016; Sittel 2017; Heftberger 2018; Burghardt et al. 2020; Arnold & 
Tilton 2022), leading to the establishment of dedicated special interest groups at both 
national1 and international2 levels. Given the highly interdisciplinary nature of DH, 
multiple views have emerged regarding the study of film. Burghardt et al. (2020) iden-
tify three key perspectives: (1) an infrastructural perspective encompassing GLAM 
(Galleries, Libraries, Archives, Museums) institutions and film archives, (2) a media 

	 1	 DHd AG Film & Video: https://dig-hum.de/ag-film-und-video (Accessed: 22 June 2024).
	 2	 ADHO Special Interest Group AudioVisual material in Digital Humanities: https://avindhsig.word​

press.com/ (Accessed: 22 June 2024).
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perspective addressing digital encounters in film and media studies, and (3) a compu-
tational perspective, which is focused on multimedia information retrieval and multi-
modal information extraction. As an increasing amount of video material is becoming 
available in digital form, the computational perspective has gained significant rele-
vance, leading to the emergence of terms such as “distant viewing” (Arnold & Tilton 
2019), “distant watching” (Howanitz 2015) and “deep watching” (Bermeitinger et al. 
2019), to describe these developments. Wevers & Smits (2020) even propose a “visual 
digital turn”, driven by the capabilities of deep learning techniques.

While the conceptualisation of distant viewing and the like has gained recent 
attention, early examples of quantitative film studies with a focus on shot analyses 
can be found with Barry Salt (1974; 2006) and Yuri Tsivian’s Cinemetrics database 
(2009). Additionally, other quantitative approaches to stylistic and formal feature 
analysis have been explored. These include, for instance, language analysis (Hoyt 
et al. 2014; Byszuk 2020; Bednarek 2023) and colour analysis (Burghardt et al. 2018; 
Pause & Walkowski 2018; Flueckiger & Halter 2020). Another branch of quantitative 
analysis of large video corpora has its focus on information visualisation. Manovich’s 
(2013) Visualizing Vertov project represents an early example that heavily relies on 
visualisations to uncover patterns in extensive collections of images and videos. In 
addition to such visual analytics approaches, a wide range of tools is available for the 
annotation and analysis of videos and movies. Examples of these tools include ELAN 
(Wittenburg et al. 2006), Videana (Ewerth et al. 2009), ANVIL (Kipp 2014), and VIAN 
(Halter et al. 2019). For a comprehensive overview of these tools, along with their 
specific features and functionalities, we recommend the survey paper by Pustu-Iren 
et al. (2020). Furthermore, there are more recent tools that go beyond the analysis of 
visual aspects alone and encompass language (spoken and written) as well as audio 
(music and sound). Notable examples of such tools include Zoetrope (Tseng et al. 2023; 
Liebl & Burghardt 2023) and TIB AV-A (Springstein et al. 2023).

With this chapter we aim to provide an introduction to computer-assisted, em-
pirical analysis of film and videos. In Section 2, we lay some theoretical foundations 
for such empirical analyses. Section 3 is about providing an overview of the types of 
information that can already be extracted using deep learning methods. As setting 
up such methods can be challenging without advanced technical knowledge, we also 
introduce an easy-to-use tool called TIB AV-Analytics (TIB AV-A, Section 4). Further-
more, we present a case study in Section 5, demonstrating how TIB AV-A can be uti-
lised to support the exploration of narrative patterns in the popular TV series Game 
of Thrones. In Section 6, we conclude by summarising the current state of available 
tools and methods for computational video analysis and outline some challenges that 
lie ahead.
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2.	 Theoretical foundations of empirical film analysis

The study of film has long employed a combination of qualitative and quantitative 
methodologies (Korte 2004). While qualitative approaches abound in the analysis of 
movies, as demonstrated by works such as Stam (2000), Prince (2007), Sikov (2010), 
Ryan & Lenos (2020), and many others, DH approaches to film studies tend to em-
phasise quantitative and empirical aspects. In this section, we aim to establish some 
theoretical foundations that contextualise empirical film studies further and relate 
such endeavours to broader analytic concerns.

A host of external engagements with film continue to be broadly relevant for, 
and may interact with, approaches to film within DH. These range from archiving, 
historical studies, production studies, investigations of the effects of developing dis-
play technologies, provision for information-retrieval from audiovisual data, recep-
tion studies (from psychological studies to reviews and critique), to cultural studies of 
cinema as an institution. In all cases, obtaining a tighter analytic hold internally, i. e., 
of film as artefacts with specific designs for aesthetic or other purposes, can be seen 
as an important step in understanding the medium. Such an analytic hold is argu-
ably best achieved with the support of empirical studies whereby properties of films 
are successively revealed and used to draw ever deeper generalisations concerning 
their functioning. DH approaches to film thus typically seek research strategies that 
involve both quantitative studies of the distributions and patterning of measurable 
filmic properties and qualitative, more hermeneutic interpretations of those distribu-
tions and patterns (Flückiger 2011; Heftberger 2018).

The primary challenge to be faced in this context is then how to gain access 
to those details of highly complex audiovisual filmic artefacts that are relevant for 
interpretation and analysis. Since many questions raised concerning film are inter-
pretative and hermeneutic in nature, it is by no means self-evident how quantitative 
approaches may support such concerns. This is, indeed, a very general philosophi-
cal point raised for many branches of the DH. In the case of film, early quantitative 
approaches drew much of their motivation from stylometry for literature, but were 
limited to manual methods restricting both the scale of studies and the kinds of fea-
tures that could be considered. The most extensive programme of this kind, pursued 
for many years by Barry Salt (1974; 2007), consequently counted shot lengths and 
shot scales for selected portions of collections of films drawn from distinct periods 
and directors. Work in this tradition continues and has revealed a host of historical 
and regional developments; Cutting & Candan (2015), for example, report on an again 
predominantly manual analysis of shot lengths of 9,400 English-language films and 
1,550 non-English language films released between 1912 and 2013. Similar broad his-
torical changes have been reported for brightness, colour, and shot transitions (e. g., 
Cutting et al. 2011a; Cutting et al. 2011b). Redfern (2022b) sets out a host of practically 
applicable R-scripts (R Core Team 2016) that support these kinds of studies.



Manuel Burghardt, John Bateman, Eric Müller-Budack and Ralph Ewerth150

Heftberger (2018) pursues a different approach by relying on direct visualisa-
tions composed of still images taken from films, particularly focusing on the works of 
Dziga Vertov. Direct visualisations of perceptible features, such as brightness, colour, 
and so on, have been explored by several researchers in DH since the generation of 
such visual representations is relatively straightforward. It is, however, questionable 
to what extent relying simply on (typically) visual perception is an effective method 
for revealing deeper patterns of interest. In many respects, this is symptomatic of the 
current highly exploratory phase of DH film studies, where what is used for analysis 
is what is technologically feasible. To date, more extensive approaches that address 
a broader range of film phenomena remain limited. Bakels et al. (2020), for example, 
report on highly detailed, multitracked analyses of films that specifically target issues 
concerning the audiovisual construction of affect in films drawing on the AdA ontol-
ogy of film analytic terms3. However, these are, again, still largely manual although 
automated digital techniques are now being successively added as well.

It is evident that empirical distributional studies benefit considerably from tech-
nological support so that time-consuming and error-prone manual analysis can be 
reduced to a minimum, but basic issues remain concerning the overall utility of such 
approaches to film. For further developments it will be important to relate the capa-
bilities of computationally-supported analysis tools more closely to the research ques-
tions raised in the humanistic study of film. To date, there is still a gap to be bridged 
here. In Heftberger’s case, motivation is provided by the fact that, as she notes, Vertov 
himself paid close attention to formal design features when constructing his films 
and so the formal analysis is well justified. It is less clear, however, that this can be 
adopted as a general guideline concerning how to go about film analysis empirically 
using computational and other quantitative methods.

One of the ways in which more general orientations are currently being devel-
oped draws much from a multimedia information-retrieval view of computational 
film analysis. Kurzhals et al. (2016), for example, seek to raise visual movie analytics 
to a more semantic level by combining a variety of sources of information (including 
scripts and subtitles) to answer the four basic questions of summarisation: who, what, 
where, and when. A rich range of automatic processing techniques are combined in 
this architecture to deliver descriptions of scenes and their events, thereby picking 
up from a quite different perspective some of the most traditional approaches to film 
analysis in terms of detailed shot-by-shot descriptions known as film or sequence 
protocols (cf. Kanzog 1991, 136 – ​151; 163 – ​183). Producing such protocols is extremely 
time consuming, however, and so any contribution to their automatic construction 
constitutes a useful advance; we will see many capabilities of these kinds emerging in 
the years to come and several significant developments in this direction are discussed 
below. Nevertheless, and more specifically for film as aesthetic artefacts, it is striking 
that the four basic summarisation questions omit one question that is crucial for film 

	 3	 See https://projectada.github.io/ontology (Accessed: 22 June 2024).

https://projectada.github.io/ontology
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analysis: that is the how question. It is often insufficient to describe simply the bare 
plot structure of a narrative. For film we are often equally interested in the manner of 
the story telling since this is what drives film as a culturally effective communication 
form. The inclusion of such information was one of the primary reasons why tradi-
tional film protocols were so labour-intensive to produce.

This then returns us directly to several fundamental issues concerning the more 
interpretative nature of film analysis mentioned above and which DH still needs to 
come more to grips with. Since it is in general by no means straightforward to relate 
formal features of film with interpretations, principled ways of raising levels of ab-
straction to bridge the gap are needed. Vonderau (2017), for example, sets out a useful 
summary of some of the engagements between more digitally-oriented approaches to 
film as data on the one hand, and the traditional concerns of film studies on the other. 
But these questions raised anew within DH also have a longer history as a reoccurring 
point of criticism made by film scholars with respect to purely quantitative approach-
es in general. As David Bordwell and colleagues noted very early on, even though it 
is possible to compute “general statistical norms” in the style of Barry Salt, “such ab-
stractions mean little without a concept of the range of paradigmatic choice dominant 
at a given period” (Bordwell et al. 1985, 60). Moreover, it is necessary to come to terms 
with an essential indirectness in the process of meaning attributions in the medium 
of film that is readily missed in quantitative approaches:

Sometimes we’re tempted to assign absolute meanings to angles, distanc-
es, and other qualities of framing. …The analysis of film as art would be a 
lot easier if technical qualities automatically possessed such hard-and-fast 
meanings, but individual films would thereby lose much of their unique-
ness and richness. The fact is that framings have no absolute or general 
meanings. (Bordwell & Thompson 2008, 192)

It is only within particular systems of contrasts that specific meanings can be as-
signed at all (Branigan 1984, 29). Support for investigating this aspect of filmic mean-
ing-making is only provided in current computational tools via interactive interfaces, 
since the computational processes themselves are not yet in a position to provide 
reliable hypotheses concerning interpretation. It is then, as we will see in subsequent 
sections, sensible to provide ready access to automatically captured formal features 
of film, but still leave the task of assigning interpretations to combinations of these 
features to human analysts by formulating appropriate queries by hand over combi-
nations of automatically tagged categories (cf., e. g., Kurzhals et al. 2016).

Supporting interpretative tasks more directly will no doubt be a major area of 
development in the future. For this it will be useful to construct more robust theoreti-
cal frameworks that rely on explicit semiotic foundations more than has been the case 
in DH previously. Such foundations will need to align with contemporary views of se-
miotics that, on the one hand, are equally supportive of quantitative and qualitative 



Manuel Burghardt, John Bateman, Eric Müller-Budack and Ralph Ewerth152

kinds of description and, on the other, are capable of spanning both the recognition of 
more formal technical features and the entire process of hermeneutic interpretation 
in context. Only then can studies begin to balance the purely bottom-up, data-driven 
approaches that currently predominate (Redfern 2022b).

One such account of semiotics that has been related both to DH and to the analy
sis of film is set out in Bateman et al. (2017). In this approach expressive resources of 
a medium, which for film include montage, lighting, colour, music, and many more, 
are each characterised at three distinct levels of abstraction: material (supporting 
measurements), form (supporting explicit representations of paradigmatic systems of 
contrasts), and discourse (supporting interpretation in context). It is the latter level of 
description that moves the account beyond the capabilities of the more structural se-
miotics that became prevalent in the 1960s. The distinct levels of abstraction provided 
are directly relevant for DH because they motivate distinct classes of annotations that 
may be deployed to describe any artefacts being analysed and so serve to organise 
larger scale collections (Bateman 2022).

The multi-levelled view is now also essential for incorporating the new genera-
tion of computational techniques based on deep learning within a coherent overall 
framework. Such techniques are no longer limited to operating within single levels 
of abstraction and deliver useful results ranging from low-level formal features of 
film through to direct descriptions of semantic content. Semiotically, therefore, these 
components function similarly to the linguistic notion of constructions, which typi-
cally combine information from diverse levels of abstraction to offer reusable build-
ing-blocks for communication (Goldberg 1995). Specifically filmic constructions, often 
termed filmic idioms, are now also receiving formal treatments (Wu et al. 2018). The 
logical next step is therefore to combine these descriptions with automatic analysis 
components for prediction and recognition, and to support both visualisation and sta-
tistical evaluations building on the higher levels of abstraction achieved. Preliminary 
steps in this direction will be suggested below.

3.	 A short introduction to multimodal information extraction 
frameworks

Videos comprise multiple expressive modalities, such as image, audio (including 
speech), and text (overlaid text in video frames). To analyse individual videos and en-
tire corpora, information from all modalities is required. Since the manual analysis of 
films is a very time-consuming task, there is a large need for automatic pattern recog-
nition and multimedia retrieval methods to support DH researchers. In recent years, 
tremendous progress has been achieved in computer science fields such as computer 
vision, audio analysis, and natural language processing, thanks to deep learning mod-
els and the availability of large-scale datasets for training. In this section, we provide 
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an overview of approaches for information extraction from images, audio, and text 
for film analysis, although it must be noted as well that this is only a selection of 
approaches made from those that we considered most relevant for video analysis, 
driven by our joint collaborations with researchers from the DH (i. e., film analysts, 
semioticians, media and communication scientists). In addition, there are further 
multimodal approaches that combine the capabilities of the methods listed here.

Computer vision: Different aspects of visual information are important for film 
analysis, ranging from low-level features (e. g., colour, brightness), over camera set-
tings (e. g., shot scale, camera movement), to more complex information (e. g., actions, 
places, persons). There are many libraries (e. g., scikit-learn4) to extract low-level fea-
tures such as brightness, colour, and contrast. For most other computer vision tasks, 
deep learning models such as convolutional neural networks (e. g., He et al. 2016) or 
transformers (e. g., Radford et al. 2021) are typically used. Methods for temporal video 
segmentation are an essential step to structure a video and can be categorised with 
regard to shot (e. g., Souček & Lokoč 2020), scene, story, and topic boundary detection 
(e. g., Wu et al. 2023). Another relevant information is the camera setting (e. g., shot 
scale, camera movement), camera pose (i. e., pitch, yaw, roll), and camera angle (e. g., 
Liu et al. 2022) that can be predicted by deep learning models. Approaches for optical 
character recognition (e. g., Kuang et al. 2021) automatically detect overlaid text in 
images that can be further analysed with approaches for natural language processing 
(see below). There are various deep learning approaches for image content analysis. 
In particular, the identification of persons (e. g., Deng et al. 2020), facial attributes 
(e. g., emotions, head pose, gender; Hempel et al. 2022; Serengil & Ozpinar 2021), and 
other concepts (e. g., animals, cars, objects; Radford et al. 2021) has been well-studied 
by the computer vision community. Furthermore, approaches for the identification of 
place categories (e. g., church, market, restaurant; Zhou et al., 2018), geographical lo-
cations (e. g., Müller-Budack et al. 2018; Theiner et al. 2022), and events (e. g., protests, 
elections, natural disasters; Müller-Budack et al. 2021) have been presented that can 
be used to categorise and characterise film segments. While deep learning models 
are often explicitly optimised for such tasks using labelled training data, recent vi-
sion-language models such as CLIP (Contrastive Language-Image Pretraining; Radford 
et al. 2021) have been trained with hundreds of millions of image-text pairs to implic-
itly learn visual concepts. These models can be applied to many tasks since they can 
measure the similarity of arbitrary concepts (e. g., objects, weather, occupation) to an 
image based on a textual description (i. e. a prompt). Recently, novel large vision-lan-
guage models (e. g., Alayrac et al. 2022; Dai et al. 2023) combine the capabilities of 
these approaches with large language models such as OpenAI’s GPT-45 (Generative 
Pre-training Transformer 4) and achieve impressive results for many applications, 

	 4	 See https://scikit-learn.org (Accessed: 22 June 2024).
	 5	 See https://openai.com/gpt-4 (Accessed: 22 June 2024).

https://scikit-learn.org
https://openai.com/gpt-4
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including film and video analysis (Zhang et al. 2023). While most aforementioned ap-
proaches focus on single images and have to be applied to each video frame, methods 
for video classification also consider temporal context from frame sequences (e. g., Ni 
et al. 2022) for further applications such as action recognition (e. g., running, talking).

Audio analysis: Basic analysis steps for audio regard low-level features, such as am-
plitude, volume, and spectrogram (e. g., using the librosa library for Python) that can 
indicate volume changes, (rhythmic) patterns, music, and other sound effects. The 
transcription of the spoken language is another highly relevant task for film analy-
sis. Recently, neural transformer architectures have been introduced for automatic 
speech recognition (e. g., Whisper; Radford et al. 2023) that achieve impressive results 
across many languages.6 Automatically extracted transcripts enable an in-depth analy
sis of speech using tools from natural language processing (see below). Methods for 
speaker diarisation (e. g. Bredin & Laurent, 2021) can further refine the speech tran-
script by assigning the identity of the corresponding speaker to, for example, analyse 
the spoken language for each speaker individually or to find forms of conversations 
(e. g., monologue, dialogue) in a film. It also serves as the basis for the identification 
of voice characteristics, such as gender (e. g., Baevski et al. 2020) and emotions (e. g., 
Ravanelli et al. 2021). Besides the analysis of speech, researchers have also focused on 
the detection and classification of music (e. g., Liu et al. 2021) as well as more general 
audio classification (e. g., Wu et al. 2022). Motivated by CLIP (see above), CLAP (Con-
trastive Language-Audio Pretraining; Wu et al. 2022) has been trained with several 
hundred-thousand audio and text pairs to enable classification of arbitrary audio con-
cepts (e. g., sound events like siren wailing or rain falling) based on textual prompts.7

Natural language processing: As mentioned above, methods for optical character 
recognition from images (video frames) and automatic speech recognition from au-
dio allow for the extraction of textual information from videos based on overlaid 
text and speech. Methods from natural language processing enable many perspec-
tives to further work with such language data. For example, part-of-speech tagging 
(e. g., spaCy8) can be applied for syntax analysis, to better understand the grammatical 
structure of a sentence. Named entity recognition and disambiguation (e. g., spaCy, Wu 
et al. 2020) can automatically detect mentions of persons, locations, and events that 
play crucial roles in videos and films.9 Moreover, there are numerous approaches for 
the classification of topics (e. g., Grootendorst 2022) and sentiment (e. g., Devlin et al. 
2019) that can provide insights to the overall plot as well as the emotional tone and 

	 6	 See https://github.com/openai/whisper#available-models-and-languages (Accessed: 22 June 2024).
	 7	 Cf. the chapter from Ch. Weiß in this volume.
	 8	 See https://spacy.io (Accessed: 22 June 2024).
	 9	 Cf. the chapter from E. Gius in this volume.

https://github.com/openai/whisper#available-models-and-languages
https://spacy.io


Computational Tools and Methods for Film and Video Analysis 155

dynamics of characters throughout the film.10 Very recently, large language models 
such as OpenAI’s GPT-4 have been massively applied to a wide range of the aforemen-
tioned tasks and beyond.

4.	 Video analysis with the TIB AV-Analytics (TIB AV-A) Tool

The implementation of the deep learning techniques introduced in the previous sec-
tion can pose substantial technical challenges. As an intermediate step, a number 
of toolkits11 have been proposed that provide a basic layer of abstraction, but still 
require advanced technical knowledge and data literacy. However, to make available 
the advantages of large-scale pattern recognition and multimedia retrieval methods 
(see Section 3) to the broader community of scholars that work with audiovisual ma-
terial, an easy-to-use tool with a graphical user interface is desirable. This is the main 
motivation for the TIB AV-Analytics platform (TIB AV-A12) that is currently being de-
veloped by TIB – Leibniz Information Centre for Science and Technology, in collabo-
ration with film scholars from the University of Mainz.

TIB AV-A is a web-based platform for systematic film and video analysis (a screen-
shot is shown in Fig. 1). The platform uses modern web technologies and a plugin 
structure to simplify the integration of new plugins for developers and researchers 
to maintain TIB AV-A at the current state of the art. We use containers (e. g., Docker13) 
for virtualization for easy setup and to manage software dependencies, as well as an 
inference server (currently Ray14) for stable deployment. To ensure interoperability 
with other video analysis tools, TIB AV-A provides an Application Programming In-
terface (API) and import and export of results in common data formats, such as csv 
(comma separated values) files, as well as to the widely used ELAN video annotation 
tool (Wittenburg et al. 2006). The source code is publicly available.15 More details are 
described by Springstein (2023).

In contrast to previous video analysis tools that either only allow for manual 
annotations (e. g., ANVIL16, by Kipp 2014; Cinemetrics17, by Tsivian 2009; ELAN18, by 

	10	 Cf. the chapters from M. Althage and R. Sprugnoli in this volume.
	11	 Distant viewing toolkit, Python notebooks (Arnold & Tilton 2020): https://github.com/distant-view​

ing/dvt; Computational Film Analysis with R (Redfern 2022b): https://cfa-with-r.netlify.app/index.
html (Both accessed: 22 June 2024).

	12	 See https://service.tib.eu/tibava (Accessed: 22 June 2024).
	13	 See https://www.docker.com (Accessed: 22 June 2024).
	14	 See https://www.ray.io (Accessed: 22 June 2024).
	15	 See https://github.com/TIBHannover/tibava (Accessed: 22 June 2024).
	16	 See http://www.anvil-software.de (Accessed: 22 June 2024).
	17	 See https://cinemetrics.uchicago.edu (Accessed: 22 June 2024).
	18	 See https://archive.mpi.nl/tla/elan (Accessed: 22 June 2024).

https://github.com/distant-viewing/dvt
https://github.com/distant-viewing/dvt
https://cfa-with-r.netlify.app/index.html
https://cfa-with-r.netlify.app/index.html
https://service.tib.eu/tibava
https://www.docker.com
https://www.ray.io
https://github.com/TIBHannover/tibava
http://www.anvil-software.de
https://cinemetrics.uchicago.edu
https://archive.mpi.nl/tla/elan
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Wittenburg et al. 2006) or contain only a few selected methods for automatic content 
analysis (e. g., Videana, by Ewerth et al. 2009; VIAN19, by Halter et al. 2019), TIB AV-A 
provides a vast collection of state-of-the-art pattern recognition approaches without 
the necessity of advanced technical knowledge or specific hardware requirements. 
Users from various disciplines can simply upload their own videos and then have 
access to a variety of analytical perspectives. An overview of currently supported 
methods for filmic analysis is provided in Tab. 1.

	19	 See https://www.vian.app (Accessed: 22 June 2024).

Fig. 1  Interface of TIB AV-A for the short movie Silent Love (CC-by Codcast Channel, Original Video: 
https://www.youtube.com/watch?v=KuuEs0oVVS8 [Accessed: 22 June 2024]). It contains a video 
player (a), an overview of detected shots (b1), persons (b2), and the speech transcript (b3). The time-
lines (c) can display categorical (e. g., “Tomas”) and numerical values (e. g., “Drawing [CLIP]”). Time-
lines with numerical values indicate, e. g., the probability whether a concept is depicted in a video. 
The user can select the visualisation type (line chart, colour chart) and colour (here: from white 
[unlikely] to red [likely]).

https://www.vian.app
https://www.youtube.com/watch?v=KuuEs0oVVS8
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Tab. 1  Overview of current methods for image and video analysis as well as audio and speech 
analysis in TIB AV-A.

Image and video 

analysis

Basic image features: dominant colour(s) and brightness

Shot boundary detection

Cut frequency (cf. Redfern 2022a), i. e., the frequency of shot transitions

Shot scale classification, to differentiate between the following shot scales: extreme 

close-ups, close-ups, medium shots, full shots, and long shots

Place classification (e. g., church, market, restaurant, etc.)

Person recognition based on an example image

Place and person clustering to automatically find the most frequently appearing 

places and persons/actors

Facial expression recognition (e. g., angry, happy)

Zero-shot image classification for arbitrary visual concepts based on textual descrip-

tions (e. g., “A photo taken in a train”, see Fig. 1)

Zero-shot video classification for arbitrary audiovisual concepts based on textual 

descriptions (e. g., “A video with celebrating people”)

Image captioning to automatically describe frames within a video

Audio and speech 

analysis

Basic audio features: amplitude curve (waveform), volume (root mean square), and the 

frequency spectrum

Speech recognition to automatically transcribe speech in videos

Besides some standard analysis tasks (e. g., colour analysis, shot boundary detection), 
the addition of speech recognition and zero-shot image and video classification is 
most notable in TIB AV-A. High-quality transcripts (i. e., with a low word error rate) 
enable a much better analysis of speech using approaches from natural language 
processing for tasks like topic modeling, named entity linking, etc., which will be add-
ed in TIB AV-A in the future. Furthermore, zero-shot image and video classification 
enable various downstream tasks. Based on a textual prompt, the underlying vision 
language models, i. e., CLIP (Radford et al. 2021) and InstructBLIP (Dai et al. 2023), can 
recognise (a set of) arbitrary concepts. In this way, users can automatically search 
videos for various concepts ranging from real-world objects (e. g., flags, cars, etc.) and 
animals over environmental settings (e. g., places, weather, daytimes) to much more 
complex concepts, e. g., occupations of persons (e. g., police officer, reporter), events 
(e. g., natural disasters, demonstrations, types of sports), etc.

Although TIB AV-A provides a large set of state-of-the-art methods for automatic 
film analysis, DH researchers are often interested in more advanced patterns that 
can comprise a combination of features. For example, sequences in movies with high 
shot density, sudden volume changes, and close-up shots may indicate suspenseful key 
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scenes or actions in movies. The combination of features can also add conditions to 
certain patterns to, for example, search for actions if a specific person or object is 
visible (see Fig. 1). To enable such combinations, TIB AV-A offers the option to aggre-
gate probabilities of certain features (e. g., scenes, emotions, shot scales) with logical 
operations (or/and). Based on the features extracted from a given video, users can 
create interactive visualisations for qualitative analysis. Currently, TIB AV-A supports 
a word cloud visualisation based on the extracted speech transcripts as well as scatter 
and line plots for which the user can display (and hide) specific features and feature 
combinations (see Fig. 1). Moreover, graphs that can, for example, show character 
constellations and their occurences at specific locations and places can be created.

5.	 Case study: Analysing the end of the Game of Thrones series 
for narrative patterns

We have seen in the previous section how state of the art tools for managing the 
automatic analysis of films provide support for a variety of analysis methods. The 
components being integrated into TIB AV-A cover two main kinds: first, the automatic 
analysis of films with respect to categories and properties that hold for all films, such 
as shot boundaries, colour ranges, sound spectrograms, and the like, and second, the 
automatic analysis of films with respect to categories, semantic constructs, or formal 
features that are selected by the human analyst. In both areas, we can expect the ac-
curacy, precision, and diversity of results delivered to grow substantially in the com-
ing years. Several questions remain, however, concerning how these capabilities can 
be leveraged to support the distinct kinds of analyses that may be targeted for film. In 
this section, we show an example of analysis that focuses specifically on uncovering 
larger-scale filmic structures that serve functional aims such as storytelling.

To make the discussion concrete, analysis will proceed with respect to the clos-
ing scenes of the last episode in the final series of Game of Thrones, created by David 
Benioff and D. B. Weiss for HBO and first aired in 2019.20 The what of this segment 
of material is quickly described: the three main characters from the story’s central 
Stark family, Jon Snow, Arya Stark, and Sansa Stark, begin new stages of their lives. 
Jon Snow passes the boundary separating civilisation from the icy north, Arya Stark 
sails west to look for new lands, and Sansa Stark is crowned queen. Thus the series 
ends. Filmically, however, the presentation of these events deploys a collection of 
well-known techniques yielding a tightly structured comparison of the respective 
fates of the individuals depicted. It becomes more relevant from the perspective of 

	20	 The analysed scene can be seen at: https://www.youtube.com/watch?v=zUZvYAjaEZk (Accessed: 
22 June 2024).

https://www.youtube.com/watch?v=zUZvYAjaEZk
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film analysis, therefore, to address the specifics of the how question concerning the 
segment’s construction.

5.1	 Workflow

We will show now how use of the TIB AV-A platform can support exploration of filmic 
organisation of this kind, revealing first the internal structure of the segment and then 
discussing briefly how this may be drawn into larger scale investigations of film form. 
We will also emphasise how working from the aesthetics and poetics of film analysis 
helps to set implementation priorities for the kinds of features that would be optimal-
ly beneficial for progressively moving ever more of the manual and semi-automatic 
analysis to automatic analysis. In the following workflow we also use the ELAN tool 
for manual annotation and correction of the automatic annotations and some custom 
R scripts for plotting of the results.

The first step is to load the film segment of interest into TIB AV-A and to perform 
the standard automatic processing pipelines of shot segmentation, shot scale, and so 
on. At this point, items that are known to be of particular relevance for the segment 
can also be used for specific categories – for example, searching for faces of the prin-
cipal characters on the basis of uploaded images of their faces or by using natural 
language phrases for zero-shot content-based segmentation.

The second step is to export the analysis tracks from TIB AV-A and translate them 
into a form appropriate for further segmentation and manual annotation with ELAN 
or similar tools; this latter step is performed here locally using specific processing 
scripts. This allows errors in automatic processing to be corrected and further filmic 
features to be added that are not yet provided automatically by TIB AV-A. Relevant 
examples of these in the present case are camera movements since the segment relies 
extensively on camera movement cohesion across subsequences. The general scheme 
of analysis then follows that set out in Bateman & Schmidt (2012), where shots are 
allocated to spatiotemporal regions. Human visual perception is generally very fast 
and accurate in deciding whether it has encountered a particular place before and 
this kind of continuity is well-known from psychological studies as a fundamental 
unit for extended discourse comprehension (Zacks 2010; Loschky et al. 2020). Annota-
tion tracks, or tiers, are consequently defined in ELAN so that shots can be assigned 
to them as revealed by any of the levels of analysis available. This is an area where 
increasingly accurate scene recognition combined with visual similarity measures 
can be expected to provide substantial improvements in the near future for support-
ing automatic or semi-automatic analysis. By these means we can see how questions 
driven directly by the needs of film poetic and aesthetic analysis may be progressively 
taken over and supported by the developing computational tools; required features 
that are missing may first be added manually and then supported computationally as 
they become available.
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The third, and for current purposes final, step is to export the ELAN analysis 
further for focused examination of reoccurring filmic patterns. For this we use cus-
tom-built R scripts running locally that directly transform ELAN annotations into vi-
sualisations of the filmic structure, overlaid with results of automatic and manual 
analysis as desired. Whereas many classical formal editing features can now be ex-
plored in rather sophisticated ways for their statistical properties in R (cf. Redfern 
2022b), here we will be concerned more with deriving higher-level organisational 
properties that often correspond more directly with interpretations. The visualisa-
tions employed here are defined in Bateman & Schmidt (2012) and draw loosely on 
musical notation, laying out successive shots horizontally so that further structural 
relationships, properties and groupings can be added freely. In short, we attempt here 
to identify functionally relevant sequences of combinations of filmic features that can 
start moving us beyond overall statistics of transitions, co-occurrences, and the like 
(Bateman 2014).

5.2	 Analysis

The basic structure of the example segment is then as given in Fig. 2. This shows the 
shots of the scene running horizontally numbered along the bottom row, together 
with brief functional descriptions of those shots included for ease of reference along 
the top row. Whenever what has been identified as a shot responds to distinct func-
tional groupings, it is further divided into ‘subshots’ – as seen, for example, in shot 15, 
which further divides into a segment tracking a character walking (15.1) followed by 
a stationary focus on that character (15.2).

This visualisation readily allows us to see the essentially three-line development 
of the sequence, where successive shots frequently range across the distinct locales 
of the three main characters (arrayed vertically). This structure is defined formally 
in Bateman & Schmidt (2012, 222 – ​226) as a tri-partitioned polyspatial alternation and 
commonly expresses contrast and comparison. Each shot is also labelled here with its 
shot scale, running from tight close-up or detail shots (TS) to extra long shots (ELS). 
The sequence thus starts with three tight shots running successively across Jon Snow’s 
(JS), Arya Stark’s (AS), and Sansa Stark’s (SS) locales; the next three shots, also tight 
shots, repeat these transitions in reversed order; and so on.

Filmically it is then interesting to examine more closely how the construction 
of the segment maintains coherence despite this rapid cross-cutting between scenes. 
To explore this, we successively augment the visualisation with further layers of 
information from the annotation. Fig. 3, for example, shows the visualisation with 
the annotation tracks of distinct kinds of camera use folded in, both as labels and 
as coloured groupings shown over the affected shots. The shots classified according 
to camera direction in this figure then show well how direction maintains cohesion 
across the multiple locales. Shots 18 – ​22, for example, maintain rightwards tracking, 
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while shots 23 – ​25 maintain the camera moving out of the scene space. Successive 
shots within the same locale (shots 28 – ​30, 38 – ​40, 42 – ​46 in Fig. 2), in contrast, appear 
without any marked camera direction. And, crucially, none of these filmic technical 
features carries the meaning of the construction alone; it is only in their structural 
composition that a reliably interpretable form emerges.

The coloured bars running across the top of the graph show similarly how other 
dimensions of camera use, here framing and movement, also serve to group shots, 
again often across the three locales. The lower symbol lines of the graph indicate 
which kinds of framing and movement are playing out more finely; shots 19 – ​22, for 
example, all exhibit a constant framing (S: “sideview”) that contributes to holding 
the sequence together. Any of these filmic properties can be selected for visual prom-
inence in the graphs so that the differing kinds of structures can be made visible. 
Relevant examples here would be continuous diegetic sound matching across scenes 
(such as footsteps) as well as the overall non-diegetic music organising the segment, 
with the Stark family motif running through shots 1 – ​17, gradually blending with the 
Game of Thrones theme across shots 18 – ​30, which then takes over in the remaining 
shots 31 – ​48.

It is also possible to overlay other automatic annotation results obtained from 
TIB AV-A. Fig. 4, for example, shows where TIB AV-A recorded one of the three main 
faces of the characters occurring with high confidence (classified by visual similarity) 
and occurrences of Jon Snow’s wolf (classified by zero-shot semantic classification 
using CLIP as described above). Here it is interesting for the filmic construction of 
the sequence that identification of the protagonists is left quite late: only from shot 15 
onwards are faces shown as the story moves towards its finale. The placement of the 
wolf in the middle of the scenes involving Jon Snow is also quite accurate.

While the views shown so far support further exploration of how this sequence 
is constructed, for the future it will be beneficial to define structural patterns on the 
basis of the revealed structures that can then in turn be fed back into the automatic 
search capabilities of TIB AV-A and other tools. This requires the definition of patterns 
as search queries. For the present case, for example, one would want to search for 
repeating sequences of shots that are each drawn from a different location but which 
nevertheless maintain a collection of identical formal technical features, such as cam-
era movement, direction, and so on. Extending such pattern queries to include any 
of the possible automatically ascertained features promises to dramatically change 
the state of the art for computer-supported film analysis at scale as well as renewing 
contact with more hermeneutically-driven research challenges.
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6.	 Conclusion and challenges ahead

We have come a long way in the analysis of film and video in DH. In the era of deep 
learning advancements, an extensive array of methods has emerged, facilitating the 
automated extraction of diverse multimodal features. This surge in quantitative data 
availability necessitates the development of a corresponding analytical framework. 
We believe that such a framework should be grounded both in empirical standards 
and in theoretical underpinnings such as multimodal theory and semiotics. It would 
also benefit from integrating concepts from common taxonomies used by research-
ers in the DH, such as the AdA film ontology21, for which first promising experiments 
have been conducted with TIB AV-A. However, a suitable integration that also cap-
tures the hierarchical nature of such ontologies remains to be developed.

While empirical analysis can be seen as a cornerstone of computational film 
analysis, there’s a compelling argument for the integration of exploratory tools like 
TIB AV-A. So far, most existing tools focus on the exploration and visualisation of 
single videos. To actually realise the concept of distant viewing (Arnold & Tilton 
2019) across multiple videos, we must devise methods for simultaneously visualis-
ing multiple videos – an intricate task due to the dynamic nature inherent to video 
content. First strides have already been taken in this direction through cultural an-
alytics (Manovich 2020) and visual movie analytics (Kurzhals et al. 2016). However, 
as the trend in textual DH goes towards scalable viewing (Weitin 2017), i. e. a hybrid 
approach that allows scholars to transition smoothly between close and distant view-
ing perspectives, this concept holds promise for the analysis of video material as well. 
Some first examples of scalable viewing can be found in approaches for the visualisa-
tion of news videos (Liebl & Burghardt 2023b; Ruth et al. 2023) as well as more generic 
tools such as PixPlot22 or the Collection Space Navigator (Ohm et al. 2023).
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