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Abstract Text digitization describes the conversion of digital image data of inscribed objects into 
machine-readable texts.*
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1.	 Introduction

Let us define text digitization as the conversion of digital images of inscribed ob-
jects of any kind (manuscripts, inscriptions, cuneiform tablets, prints, etc.) into ma-
chine-readable texts. Databases with full-text search options in retroactively digitized 
prints such as JSTOR (since 1994) or Google Books (since 2004) have fundamentally 
changed the way research is carried out in all academic disciplines. In the last ten 
years, progress in automatic document analysis, especially in machine learning, has 
revolutionized the possibilities for researchers to analyze not only difficult prints of 
the most important cultural texts, but even historical manuscripts, with computer-
ized means.

Transcription of the letters is not the only level of analysis. Text goes beyond a se-
quence of letters. Gerard Genette (1982) has highlighted the importance of layout and 
non-main text sections for the (preliminary) understanding of texts. Layout contains 
critical information, such as the distinction between title and main text, main text 
and notes, speakers in dramas, verses in poetry, or text connections in translations or 
commentaries. The choice of and changes in writing style or typeface, width, register 
(e. g. normal, italic, slanted), weight, color, and alphabets are also essential informa-
tion carriers that can significantly deepen the depth of analysis of an analyzed text 
beyond the simple letter sequence (Beinert 2021). In addition, machine paleography, 
layout analysis, and codicology are used to evaluate these subtle differences for net-
work analysis, dating, and localization of individual objects. This big data provides 
the traditional auxiliary sciences a completely new meaning.

	 *	 This chapter, including quotations in foreign languages, was translated from German by Brandon 
Watson.
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After a brief introduction about the encoding of image and text, neural networks, 
and existing programs, this chapter treats layout analysis and reading order, comput-
er paleography and text recognition. The analysis is in constant engagement with the 
discipline known in computer science as “image processing” (Maier et al. 2020).

2.	 Image Encoding

Computers can only distinguish between the values 0 and 1. Both texts and images 
must initially be represented as sequences of 0s and 1s. Usually, the image is then 
transferred with a grid into a table/matrix with rows and columns, in which each cell 
contains a value for one pixel. High-resolution images have more pixels for the same 
object surface than low-resolution images. Black and white images are the simplest 
image format, only knowing 0 or 1 for each pixel, such as foreground (ink) or back-
ground (paper). This format leads to the familiar stair steps (Fig. 1), especially at low 
resolution or high magnification.

For more nuanced image, one can use grayscale images that allow intermediate lev-
els. 0 still stands for black, but instead of 1, 255 is now used for white, and all num-
bers in between denote gray values, depending on whether they are closer to white 
or black. These are so-called 8-bit images, i. e., a combination of eight memory cells 
(bits) for each pixel (256 = 28). For finer gradation, one can also use more extensive 
grayscale and then work with values from 0 to 65,555 (16-bit – 216) or more. The low-
est value is used for black and the highest value for white, and the values in between 
represent the possible shades of gray.

Fig. 1  Abraham Lincoln as a grayscale image with the values on the scale of 0 – ​255
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Color images use a combination of three superimposed grayscale images with 
an 8-bit scale of 0 – ​255. The color composition (e. g., red-green-blue = RGB) produces 
the mixed colors for eyes, e. g., violet, brown, orange, or pink. Instead of RGB, other 
color channels can also be used, e. g., cyan, magenta, and yellow, as in color printers. 
And, as with grayscale images, a much finer 16-bit scale can be selected instead of an 
8-bit scale.

The greater the height and width, resolution or color scale, the more memory an 
image requires. Image data is often compressed to save space or increase processing 
speed. Each camera or scanner manufacturer has its own proprietary format (Raw). 
When exported, this format is converted into TIFF, PNG, or JPEG image files. Depend-
ing on the compression, Tiff and Png require considerably more storage space than 
JPEG image files (extension jpg), which are created using a compression algorithm 
that accepts more loss of information to take up less storage space. This process cre-
ates artifacts, which can be easily recognized at high magnification the image looking 
like bathroom tiles. As long as the image resolution is good (at least 30 pixels for an 
‘a’ or ‘א,’ much more for more complex scripts such as Chinese), jpgs are sufficient for 
layout analysis and text recognition. Automatic paleography or writer identification 
achieves better results with tiff and png files.

3.	 Text Coding

In a computer, a text is also stored as sequences of 0s and 1s. In the past, when memory 
was more expensive, 8 bits were reserved for all variants together for each character, 
so that computers only knew 256 different values (code points), which could only 
represent a selection of either Latin, Greek, Cyrillic, or Hebrew, depending on the 
linguistic or geographical workplace, and was known as the Extended ASCII table. 
An additional code in the text file indicated which alphabets were meant by the raw 
numbers in the file. It was thereby possible to work with the local alphabets in Germa-
ny, Bulgaria, Israel, or Saudi Arabia, but never with all scripts at the same time. More 
complex scripts with a total number of characters greater than 256, such as Chinese, 
were impossible. Furthermore, if the encoding schema was unknown, the only solu-
tion was to try out all encodings until the text was displayed legibly. This limitation 
to 256 different characters was a major challenge for philological work in theology, 
where Syriac, Arabic, Armenian, Georgian, or Coptic – and sometimes also Akkadian, 
Egyptian, Ethiopian or Sanskrit – were often used in addition to Greek and Hebrew.

The introduction of the Unicode standard in 1991 has progressed towards solving 
this problem. Like grayscale images with finer nuances, the memory reserved for 
each character was initially doubled from 8 bits to 16 bits, allowing 216 = 65,536 differ-
ent code points in the table. In 2022, a total of 161 fonts could be defined in a single 
table using this encoding, also known as UTF-8. Even though the introduction of the 
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Unicode was a major step forward, difficulties for the digital modelling of historical 
scripts remain, e. g., there is still no Unicode for the Babylonian vocalization of He-
brew texts, and Egyptian or Akkadian have only been partially standardized.

Humanities scholars should be familiarized with the intricacies of Unicode be-
cause the basic questions of script encoding that need to be solved are tricky. The 
present chapter will return to further questions, like reading order in bidirectional 
texts that mix Hebrew and Latin, or character combination coding, in the text recog-
nition section.

4.	 Neural Networks

The rapid progress in automatic document analysis in recent years has five main in-
terdependent causes: Hardware (memory, speed), software (neural networks), train-
ing data volumes, mass digitization and open-source policies. Processors have become 
much faster and can process much larger amounts of data simultaneously thanks to 
increased memory. Hard disk storage and internet data transmission (fiber optics) are 
also cheaper and of much better quality than 10 years ago. Mass digitization projects 
of culturally significant manuscript collections, archives, and libraries have led to a 
flood of image data. The interest of large corporations in processing large amounts of 
written and oral text (Google Books, YouTube, Netflix, Zoom) has not only improved 
existing algorithms but also developed new ones. Some of these algorithms are freely 
available to the public in open-source packages of the most important programming 
languages (e. g., pytorch from Facebook, TensorFlow from Google). There are research 
projects that have published their training data under open licenses, thus enabling 
others to use them to develop or optimize new algorithms.

Different forms of artificial neural networks are used for almost all stages of au-
tomatic document analysis. The basic principle has been known since Rosenblatt in 
1958, but it was the above-mentioned constellation of simultaneous progress in hard-
ware, software, data, and open source that led to their success (starting with Jürgen 
Schmidhuber and Yann LeCun’s works in the early 1990s). The common principle is a 
very complex formula with thousands, millions, or even billions of parameters that 
are optimized by the computer in a learning process called training. The result of a 
trained network architecture is called a model because it mathematically models the 
problem (Fig. 2).

To a certain extent, artificial neural networks imitate the way brains work. The 
three most relevant network types at present are Convolutional Neural Networks 
(CNN), Recurrent Neural Networks (RNN) and Transformers. The most important com-
mon principle is the inclusion of context for each data point. CNNs are particularly in-
teresting for images because a data point (i. e., a pixel) is considered in the context of 
a rectangle. For example, the computer can learn abstract concepts such as curves of 
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different curvature and lines at different angles and orientations and combinations. 
RNNs are interesting for sequences such as audio recordings or texts, as they are flex-
ible in learning how much context to include for a certain phenomenon. For longer 
sequences, Long-Short Term Memory Neural Networks (LSTM), are often used. In deep 
learning, several layers of CNNs and/or RNNs are combined, resulting in complex ar-
chitectures that require large amounts of data and often a lot of time to train. At the 
same time, these combinations also deliver excellent results, both for layout analysis 
and for transcription as well as many other tasks like classification.

Transformers have become commonplace through recent Large Language Mod-
els (LLMs), such as BERT (Bidirectional Encoder Representations from Transformers) 
and GPT (Generative Pre-trained Transformer). With the right configuration and an 
optimal learning process, they can learn to perform layout analysis simultaneously 
with transcription, recognize proper names (Named Entity Recognition), translate, or 
summarize the resulting texts or even answer questions.

When training, a distinction is made between supervised, self-supervised, and 
unsupervised training processes. In the supervised training process, the computer is 
shown questions with the corresponding answers and tries to optimize the parame-
ters of the formula to arrive at the answer from the question step by step. Question/
answer pairs depend on the learning objective and can be very different depending 
on the task: (1) the image of a line of text and the corresponding transcription; (2) the 
image of a manuscript page and the corresponding polygons of the layout; or (3) the 
image of a book page and the corresponding print type. Both question and answer are 
represented as a number (scalar), number sequence (vector), matrix or tensor etc., 
since computers know nothing else. At the beginning, all parameters are often initial-
ized randomly. After each learning step (question/answer calculation), the distance of 
the calculated answer to the correct one is measured and the parameters are adjusted 
so that the next time the computer is confronted with the same or similar question, 
the calculated answer is closer to the correct one. If the distance gradually diminishes 
(and it is not always the case), then the model is said to converge. At regular intervals, 
the computed formula is subjected to a test in which it is presented with question/an-
swer pairs without the computer learning from them, i. e., without changing the for-
mula, but only determining the current precision of the current model. The specialist 
tries to formulate the network architecture so that that it can achieve the best models 
with as little training material as possible and in the fastest possible computing time. 
Training is usually terminated when the user determines from the test results that 
the computer is not improving any further. Finally, the model that delivered the best 
results in the comparison is saved.

The training process is not uniform. Consider the following illustration: a space-
ship is supposed to fly as far as possible through a complex labyrinth of caves but is 
only allowed to make turns at a certain angle and must then fly a certain distance in 
this direction. If the selected distance is too short, the spaceship will crawl through 
the large opening space without finding one of the entrances to the labyrinth. If the 
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distance is too long, the spaceship will not be able to pass through tight turns. Angle 
and distance are among the hyperparameters of the training process, perhaps best 
compared to the learning rate.

In the self-supervised training process, the computer automatically calculates 
the answers from the questions. For example, the computer is shown many images 
of lines of handwriting, some of which are blacked out, and is asked to suggest a 
substitute image of what the blacked-out section of the line might have looked like. 
The model is optimized by analyzing the difference between the computer’s sugges-
tion and the original image. In this case, the computer gradually learns the principle 
of which pixel clusters are usually located between which other pixel clusters. Self-​
supervised training is sometimes used as pre-training before supervised training be-
cause it allows basic principles to be learned beforehand and reduces the amount of 
training data with manually generated responses.

One potential danger is overfitting. We can compare this to a student who mem-
orizes the answers to the practice questions without understanding the underlying 
principle. The student can answer the practice questions almost perfectly but is un-
able to solve unseen questions. The same can happen, for example, if the training 
corpus is not adapted to the network architecture (too little training material for a 
question that is too complex) or if the learning rate at which the computer tries to 
adapt the parameters after each learning process is set too high or too low. Of course, 
we have only been able to describe a few hyperparameters here.

Fig. 2  Example diagram of a neural network with a one-dimensional input layer (with four 
variables) that leads through a complex network to an output layer with two variables. Each of the 
lines is a mathematical operation, the parameters of which must be optimized.
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5.	 Existing Programs

Until recently, most companies and individual researchers interested in OCR worked 
with commercial programs like ABBYY Finereader, which was very successful with 
modern English or German texts but could not handle handwritten material or rarer 
printed texts such as the Syriac alphabets, for which the market seemed too small. 
Google’s widely used open-source program Tesseract is only recommended for OCR 
but not for HTR.1 Currently, there are several successful programs used for mass dig-
itization of handwritten material.

Since 2016, Transkribus has enabled the automatic layout analysis and tran-
scription of written objects, the manual correction of layout analysis and recogni-
tion, as well as the training of own transcription models based on the entered data 
with excellent results via a complex JAVA app or a simplified web app (Kahle et al. 
2017, Mühlberger et al. 2019). The program, originally developed in several European 
research projects, was commercialized in 2019 in the form of a European coopera-
tive.2 Currently, users pay per page for automatic layout analysis and/or automatic 
text recognition. The platform and trained models are therefore closed-source. Other 
commercial programs include Ocelus and Calfa (Vidal Gorène 2021a).

In open-source, OCRopus/ocropy, developed by Thomas Breuel (2008), was a de-
cisive step forward. Although, as the name suggests, it was only developed for OCR, 
our Paris team, with the help of Marcus Liwicki, has also been using it for handwrit-
ing recognition since 2015. However, programming knowledge was a prerequisite for 
use. There was only a very rudimentary way to enter transcriptions, only for even 
lines and only very simple segmentation. Since 2018, eScriptorium has been devel-
oped around Benjamin Kiessling’s Kraken (Kiessling et al. 2019, Stokes et al. 2021). It is 
currently the only open-source program for handwriting analysis with an ergonomic 
user interface for layout and transcription correction as well as text alignment. It can 
be installed directly on Linux, Mac OS, and Windows computers using WSL (Windows 
Subsystem for Linux). If a team wants to collaborate on the same document(s), a serv-
er is required. A GPU with sufficient RAM is needed to train layout or transcription 
models.

	 1	 FAQ: https://tesseract-ocr.github.io/tessdoc/FAQ.html#can-i-use-tesseract-for-handwriting-recogni​
tion (Accessed: 15 June 2024).

	 2	 See https://readcoop.eu/a-short-history-of-transkribus-with-gunter-muhlberger (Accessed: 15 June 
2024).

https://tesseract-ocr.github.io/tessdoc/FAQ.html#can-i-use-tesseract-for-handwriting-recognition
https://tesseract-ocr.github.io/tessdoc/FAQ.html#can-i-use-tesseract-for-handwriting-recognition
https://readcoop.eu/a-short-history-of-transkribus-with-gunter-muhlberger
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6.	 Layout Analysis

Computerized layout analysis has two objectives. First, computerized analysis is – thus 
far – a necessary step before text recognition. Second, the layout contains essential in-
formation for the hierarchy, reading order (see below), different text types, differen-
tiation between image and text, etc. Layout analysis is crucial in text comprehension 
even after text recognition.

Previously, morphological operations were used for layout analysis to recognize 
different text blocks and lines. Currently, this is accomplished by neural network ar-
chitectures (Fig. 3) that manage both the segmentation of regions and their division 
into types (column, header, marginalia, illustration, table, apparatus, etc.) as well as 
the recognition of lines and their division into types (main text line, interlinear line), 
and the writing direction (horizontal, vertical, upside down). A segmentation ontol-
ogy determines which region and line types can be used for which phenomena. In-
cidentally, zones do not necessarily have to be text regions. Users can also use image 
segmentation to locate library stamps, coins, illustrations, etc.

There are currently two different approaches to region segmentation. One ap-
proach uses principles for object recognition such as traffic lights or signs in self-driv-
ing cars (Clérice 2022). This approach works very well for text objects with only 
rectangular regions that have been digitized in a precise fashion, e. g. without tilting, 
sheering or rotation. However, problems quickly arise with more complex layouts, 
e. g., L-shaped regions, or with small rotations.

The other approach is a pixel classifier (Kiessling 2020). All image pixels are as-
signed to one or more desired types of regions. The pixel cloud is then determined for 
each region type and one or more polygons are reconstructed. This approach better 
manages complex layouts or rotated digitized images but has difficulties assigning 
pixel groups of the same type that are very close to each other to the same polygon. 
The approach therefore tends to classify two closely spaced main text columns as a 
single zone.

Line segmentation occurs simultaneously to or after region segmentation 
(Grüning 2017). There are also two approaches in line segmentation. Either a neural 
network is trained first to detect the baseline and writing direction of each line and 
then calculate a polygon that surrounds this baseline so that all ink traces of the char-
acters in this line, including any dots and dashes above or below them, are included. 
Or the neural network is trained to recognize the line polygon directly and then de-
rive the writing direction.

If the training data is homogeneous and numerous enough, in kraken/eScripto-
rium, very complex segmentation models can be trained with 20 different region and 
line types (Stökl Ben Ezra 2022b). Training simple specific segmentation models is 
possible with just a few training pages.
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7.	 Reading Order

Different text types diverge in their reading order. There are very different ways to 
read texts, such as the sections of one or more newspaper pages, a critical edition, 
a bilingual edition, a table, a manuscript with a basic text or with commentaries, a 
letter, or postcards. Poetic texts are often written stychographically looking like two 
columns of a prose text. Reading order analysis is closely related to layout analysis. In 
kraken, layout analysis can currently be trained in a version still under development, 
the integration of which into eScriptorium will take a few more months to design and 
implement the necessary ergonomic user environment (for the method, see Quirós 
2022).

Fig. 3  Fully automated layout segmentation and transcription of the Genizah fragment Cam-
bridge, T.-S. 10 J 12 16 with eScriptorium, created in the HTR4PGP project.
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8.	 Computational Paleography

One area in which neural networks come very close to or even surpass humans is the 
classification of objects. Computational paleography can be used for a wide variety 
of purposes. Objects can be classified according to the types of printing or fonts used, 
schools, or scribes, or even dated or geographically located (Seuret et al. 2021, Droby 
et al. 2022, Popovic et al. 2021). Banks have been using this technology to verify sig-
natures for a long time. Object classification can also be used to analyze whether a 
handwriting was written by one or more person. The Friedberg Genizah Project used 
these techniques early on, where users searching for similar fragments to fragment X, 
which may originate from the same codex, were suggested other candidates from 
the approximately 300,000 fragments by the system, which led to a large number of 
“joins” (Wolf et al. 2010).

9.	 Text Recognition

Text recognition previously required isolating each character. Modern neural net-
works, however, are based on entire lines of text and thereby achieve better results, 
as the context of each data point can be taken into consideration. Furthermore, when 
recognizing handwriting, isolating letters is difficult as such, and even the correct 
deciphering of whole words depends on the context of the preceding and following 
words and characters.

Current state of research does not permit to determine precisely how many lines 
are needed to train a model, or how often a character must occur in the training data 
set for the computer to learn it. Learning the lines and characters depends on factors 
like the complexity of the network, the number of different characters to be learned, 
legibility and uniformity of the script, contrast, uniformity of orthography and vo-
cabulary, image quality, among others. When creating the training corpus, strict ho-
mogeneity of the data must be ensured, especially in the case of collective annotation 
or the affiliation of different projects. The same phenomenon should always be tran-
scribed in the same way. More training material is required if the scholar wants to 
teach the computer to resolve abbreviations or to transcribe orthographic variants in 
a normalized way. Finally, in principle, the computer can also be trained to differen-
tiate between different characters, e. g., between italics, bold and normal, or between 
different font types.

Usually, a preliminary analysis of the final purpose is worthwile. If visually simi-
lar characters are encoded differently, for the computer they are just as apart as visu-
ally completely diverse characters are for humans. Do all different types of quotation 
marks (‘’“”«») really have to be differentiated in exactly the same way, or can some or 
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all of them be standardized? Depending on the project, it may prove advantageous to 
go into the one or the other direction.

Here it might be helpful to return our attention to Unicode. Some letters appear 
multiple times in the Unicode table. E. g., there is ‘s’ and ‘ſ’. Using these and other 
subtle differences, an allographic or hyper-diplomatic transcription can be trained 
to differentiate between allographs. There are thus fundamental questions that ev-
ery edition project (but also the Unicode Consortium) must answer: what is the same 
character, where are differences mandatory, and where should the project give users 
the freedom to differentiate for themselves?

A circle can be a Latin ‘O’ or ‘o,’ a Greek ‘Ο’ or ‘ο,’ a Hebrew ס (a letter pronounced 
as ‘s’), or an Arabic ٥ (the sign for ‘5’). What a circle is in a historical document depends 
on the context. Sometimes the Unicode table distinguishes between different alpha-
bets, but not always. For Latin, English, and German, the same encoding is used for 
‘O’. ‘Ö’ is either an ‘O’ combined with a Trema ‘¨’ or a single character ‘Ö’. They cannot 
be visually distinguished. But if one half of the training data has been created with 
the combination of ‘O’ + ‘¨’ and the other half with ‘Ö’, then the network becomes con-
fused, since for the computer these are completely different entities. With Greek ac-
cents or Hebrew diacritics and vowels, there is also the sequence, because sin, sin-dot, 
dagesh, and a kamatz can be written in 24 different permutations. Therefore, Unicode 
includes the possibility of a code point normalization, which (a) either decomposes all 
characters as much as possible and then puts them in the same order (NFD – decom-
posed), or (b) combines all characters in the same order (NFC – combined).

Some visually identical characters appear several times in the Unicode table. 
Latin capital ‘A’ and Greek ‘Α’ (“Alpha”) are visually identical but are represented in 
the computer by two different encoding points. For the graphically identical letters 
in Greek and Coptic, there was originally a single common code point for each in 
the Unicode table. It was not until version 4.1 in 2005 that separate code points were 
introduced for each.3 Most of the digits in Persian and Arabic are also identical in 
appearance, yet they are all encoded twice in the Unicode table, once for Persian, and 
once for Arabic.

When planning a project, it can pay off to start with simple texts, or even with 
existing digital texts than with more complex or interesting or non-transcribed texts. 
Often the best starting point is to train a base model for all documents in a script type 
capable of transcribing as many scribal hands as well as possible, then apply this base 
model to a few pages of a new manuscript, correct these pages and then retrain (fine-
tune) this base model with this new data to optimize it for this particular manuscript. 
If transcriptions already exist elsewhere, then a large training corpus can be created 
even faster with text-to-text alignment.

Neural networks trained with purely visual information learn only a very prim-
itive language model linked to the probabilities of a certain character appearing be-

	 3	 See https://en.wikipedia.org/wiki/Greek_and_Coptic (Accessed: 15 June 2024).

https://en.wikipedia.org/wiki/Greek_and_Coptic
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tween two or more other characters. However, a more complex language model can 
also be added during training or as a separate post-OCR step. However, doing so in-
volves the risk of hypercorrection in the case of historically variable orthographies, 
especially when using language models trained on modern texts.

There are now many transcription projects involving more and more languages 
and scripts. Perhaps the largest project relevant to theology to date is the ERC Synergy 
project MiDRASH, which has begun in October 2023 and aims to analyze and tran-
scribe a large part of the approximately 100,000 digital Hebrew manuscripts collected 
in the KTIV project of the National Library of Israel. Many projects are now upload-
ing their data to the HTRUnited catalog.4 In addition to the projects and publications 
already mentioned, there are also patristics projects on Greek texts in Berlin (von 
Stockhausen) and on Coptic texts in Berlin (Lincke 2019, 2021), Oklahoma (Schroeder), 
and Tokyo (Miyagawa 2018, 2019, 2021). Much work on Armenian and Georgian manu-
scripts and prints is being done on CALFA (Vidal Gorène 2021). For other data sets, see 
also Nikolaidou et al. 2022. Bullinger’s correspondence is being analyzed in a project 
led by Tobias Hodel (Scius-Bertrand 2023, Ströbel 2023).

10.	 Text2Image Alignment

Text2image alignment is indispensable for paleographic studies as well as for digital 
editions. This type of alignment calculates the approximate regions for each letter 
and word in a transcription line. With certain neural networks, this approximation 
is part of the automatic transcription. However, this information is lost when the au-
tomatic transcription is corrected manually. With text-image alignment the approxi-
mate positions of the letters and words can be recalculated retrospectively. There are 
current projects underway on the Books of Hours by Dominique Stutzmann (Hazem 
2020), on Qumran (Stökl Ben Ezra et al. 2020), on rabbinic texts (Stökl Ben Ezra, in 
press), and on the Hebrew Bible (Bambaci et al. 2023, Stökl Ben Ezra et al. 2021).

11.	 Text2Text Alignment

A practical method of using existing high-quality electronic texts for the creation of 
training data is text2text alignment. After correcting an automatic layout analysis, 
the best existing text recognition model is applied. The computer then calculates how 
best to align the electronic text with the faulty automatic transcription and swaps the 
latter with the former. If there are no line or page breaks, then the computer inserts 

	 4	 See https://htr-united.github.io (Accessed: 15 June 2024).

https://htr-united.github.io
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them.5 The Text2Image tool in Transkribus works in a similar way. The further con-
nection with entire text corpora will allow the automatic creation of training material 
(Smith 2023).

12.	 From HTR Platform to Edition

The way from an automatic transcription to a digital edition is not (yet) clear; there 
are still stumbling blocks in the way. In editions, interlinear and marginal improve-
ments are marked with brackets as additions but integrated into the running text. In 
transcription platforms, on the other hand, these are in separate lines. A continuous 
text is essential for the use of collation programs for critical editions of texts with 
several manuscripts. A pipeline for Hebrew texts promises initial approaches to solu-
tions (Stökl Ben Ezra 2022a).
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